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GeneWatch UK is a not-for-profit group which aims to ensure that genetic science and technologies are used in the public interest. Our work covers environmental issues (in relation to the open release of genetically modified organisms, GMOs) and human rights issues, in relation to the retention, use and sharing of genetic data in the health, research and criminal justice contexts.

The data protection issues addressed in this evidence are particularly relevant to UK Government plans to sequence whole genomes, storing the data permanently as attachments to NHS electronic medical records, and sharing this information with private companies such as Google, which may store it in the Cloud i.e. on servers overseas. Health Secretary Jeremy Hunt has stated that he wishes the whole genome of every baby in NHS England to be sequenced in the future\(^1\), and the 100,000 Genomes Project is seen as a pilot project for sequencing the whole population\(^2\). GeneWatch has raised extensive concerns about these plans in relation to their implications for privacy, human rights and the future of the NHS\(^3\).

The planned data-sharing is “pseudo-anonymised” (i.e. it retains the link back to the individual) so that risk assessments can be fed back to individuals. "Personalised risk assessments” or "risk stratification” might be misused by commercial interests, e.g. for direct marketing of supplements, drugs or medical tests (leading to over-treatment of healthy people) and could also lead to stigma and discrimination e.g. by employers and insurers. Risk assessments are currently unregulated and misleading assessments (made by computer algorithm) are already being sold (in some cases combined with products such as supplements). Genetic information also acts as a 'biometric' (tagging the individual's records to their physical self) and can be used to identify relatives (including non-paternity), so there is also potential for mass surveillance by governments, police or commercial interests or tracking down of individuals by anyone who can access the system (e.g. abusers, tabloid journalists). Because genetic information acts as a unique (or near-unique) identifier, anonymisation will not be achievable. Without fully informed consent about who is going to share their data for what purposes, there is a danger of a massive loss of public trust in medical research.

Access to information is relevant more broadly to GeneWatch’s work. We make extensive use of the Freedom of Information Act (FoIA) and the Environmental Information Regulations (EIRs) and the EU Public Access to Documents Regulation. We regard these as important regulations to improve the transparency and accountability of government.

This submission draws on our extensive experience of working in these areas from a public interest perspective.

Q1. What evidence is there that the EU’s competence and the way it has used it (principally the Data Protection Directive) has been advantageous or disadvantageous to individuals, business, the public sector or any other groups in the UK?

Data protection is essential to maintain public trust in a wide range of services, including medical confidentiality in the NHS and security of financial information held by government (e.g. HMRC) and companies (e.g. banks). People need to know that their data is held securely and access and uses are restricted to what is necessary to provide the service. Otherwise public trust and confidence can be severely undermined.
Privacy is a right enshrined in the Council of Europe’s Human Rights Convention (Article 8) and other international instruments. For example, the World Medical Association’s Helsinki Declaration includes requirements to protect the "dignity, integrity, right to self-determination, privacy and confidentiality of personal information of research subjects".

In a health context, the advantages of protecting privacy include encouraging individuals to seek treatment without fear that relationships or employment prospects will be harmed if others become aware of their condition. More broadly, protection of privacy acts as a deterrent to authoritarianism, for example by restricting governments’ ability to track political dissidents and persecute or stigmatise individuals or their families for their political beliefs, religion, ethnicity or genetic make-up, or based on any physical or mental impairment. It is difficult to quantify these benefits.

For business, the main benefit is maintaining public trust in services, which can be harmed by loss of personal data or by its misuse for services not requested or required by the individual (such as direct marketing). Individuals may be harmed in a variety of ways, including by commercial exploitation, financial loss, and mental distress if their personal data is misused. Trust in public services, including the NHS, tax collection, and government more broadly, is also essential to a functioning democratic society.

The EU’s competence in this area is important because data (and interpretations of data) is increasingly flowing across borders and being used for multiple purposes. For example, an individual providing information to their doctor for medical purposes may find it feeding into a risk assessment being made by an insurer for entirely different purposes, or being used for personalised marketing. It is important that people can rely on assurances of medical confidentiality, even if their data is sent elsewhere in the EU (for example, as part of a European-wide research project) or stored on servers in the USA or China. Otherwise confidence may be lost in medical research (leading to reduced access to data) or in medical services (perhaps leading to people failing to seek medical care when they need it).

In 2008, the New Labour Government proposed over-ruling data protection laws through a data-sharing provision hidden in Clause 152 of the Coroners’ and Justice Bill. This proposal was rapidly withdrawn after it became highly controversial. One issue raised was the impact on people using the NHS in Scotland whose physicians would no longer be able to guarantee that the use of any patients’ data sent to England would meet the conditions specified in consent forms: concerns about this issue led Scotland to withdraw legislative consent from Clause 152. Thus, if NHS England adopts policies which allow widespread data sharing without fully informed consent, based on narrow national rather than EU competency, this may prevent data from elsewhere being sent to England and/or restrict the use of NHS England data elsewhere in the EU. This would be harmful to legitimate medical research, which relies on common ethical standards.

Q2. What evidence is there that the EU's competence and the way it has used it (principally the Data Protection Directive) strikes the right balance between individuals’ data protection rights and the pursuit of economic growth?

One source of evidence is the level of public concern about proposals to strip these rights away. For example, the Clause 152 proposals (described above) led to immediate objections which led to its withdrawal within a few weeks. A similar backlash has greeted the recent care.data scheme, with proposals now on hold for at least six months. As soon as people become aware that the main aim of the proposal is not to share data within the NHS but to hand it all to Google, even greater levels of
concern are likely. Internationally, there is considerable evidence that allowing commercial access to medical records and biological tissue raises a wide variety of concerns.\(^6\)

Other relevant research is the consultation in December 2008, conducted by Connecting for Health, about the sharing of medical data for research without consent.\(^7\) The consultation did not mention that this would include sharing of genetic information, however the Human Genetics Commission (HGC)'s response included a large number of concerns raised by the HGC's Consultative Panel of members of the public, including concerns about sharing of data in "sealed envelopes" and the fact that "anonymisation" of data in a way that made individuals unidentifiable was likely to be impossible for rare disorders.\(^8\) In its response to the consultation the Wellcome Trust Sanger Centre "encouraged the NHS Care Records Service to prepare for the integration of significant amounts of genetic and genomic information into patient records" and argued that: "If robust systems are in place......the benefits of research will outweigh the risks associated with the use of identifiable information" (including information that patients have requested to be kept confidential in 'sealed' and 'locked' envelopes).\(^9\) However, a quarter (25%) of the members of the public stated that they did not believe that it was possible to effectively anonymise data and some people were adamant that "their data" should not be shared for any purposes. There was wide concern amongst participants in the general public about the ability of the NHS to protect personal data. Concerns included risks of data loss by NHS staff, hacking and selling of data to third parties for commercial purposes, especially insurance companies and employers. The consultation revealed widely divergent views between the general public and researchers.

Allowing companies to rip people off, by using their medical records (and those of their relatives) for personalised marketing is not the same as "economic growth". Whilst it is true that many companies want to create a new market for sequencing and storing the DNA of every baby at birth and providing dubious (mis-)interpretations of it, this new market will not be created without enormous public subsidy and at great human cost. There are also significant opportunity costs as more useful areas of research and public health are increasingly neglected.

Q3. What evidence is there that the EU's competence and the way it has used it (principally the Data Protection Directive) is meeting the challenges posed by the increasing international flow of data, technological developments, and the growth of online commerce and social networks?

The new Data Protection Regulation is important for this (see Q4), plus a serious attempt to reform "Safe Harbour" and restrict the personal data stored or accessed by governments or corporations without people's consent, especially in the cloud. One of the most important major new technological developments is the ability to sequence the whole genome of every citizen and store it in the cloud. Contrary to much of the industry PR there is no medical purpose or benefit to this (although sequencing may be medically useful in more restricted circumstances i.e. for some babies with undiagnosed symptoms of a genetic disorder, or for some cancer tumours). Unchecked, it could lead to the total surveillance of the whole population, including by overseas intelligence agencies (e.g. the NSA or China), especially if new rapid DNA technology becomes widely used at borders.

Q4. What evidence is there that proposals for a new EU Data Protection Regulation will be advantageous or disadvantageous to individuals, business, the public sector or any other groups in the UK?

Proposals for a new EU Data Protection Regulation take into account new threats and challenges to privacy, such as plans to sequence large numbers of human genomes and store them in the cloud with electronic medical records (see Q10 and 11). Without these protections, there is a risk of a major loss of public trust and potentially a total loss of privacy as governments and corporations
develop the ability to track every individual and their relatives around the world and link all stored information about an individual to a single biometric (so “the computer knows who you are”). This can lead to commercial exploitation, government surveillance and individual loss of autonomy. Some people will be particularly vulnerable (minority ethnic groups, children, disabled people, the mentally ill, political dissidents, women and children fleeing abuse, people on witness protection schemes etc.).

Businesses that take privacy seriously will benefit from good regulation. Further, storing the whole genome of innocent citizens without consent is a clear breach of the European Convention of Human Rights (see the judgement in the case S. and Marper v. the UK, December 2008). Having legislation in place that makes this clear (rather than allowing a database to be built up and then dismantled as a result of litigation later) provides businesses with greater regulatory certainty, as well as protecting human rights.

Q5. What evidence is there that the right to access documents of the EU institutions has been advantageous or disadvantageous to individuals, business, the public sector or any other groups in the UK?

GeneWatch UK has made use of the right to access documents, for example by requesting documents relating to policy developments on the draft In Vitro Diagnostics (IVD) Regulation, which will cover how health claims for genetic tests are regulated. This kind of information allows us to input to policy debates from a public interest perspective (in this case, highlighting the consumer’s need for reliable information on the clinical value of the tests). Without this information, business interests would be more likely to take precedence over the public interest (for example, by continuing to sell genetic tests with false or misleading claims).

Q6. How would UK citizens’ ability to access official information benefit from more or less EU action?

GeneWatch UK would welcome a broader right to official EU information which is not restricted to official documents. In one instance the UK Government (Defra) refused us access to a copy of a letter sent by the GM industry to an EU official on the grounds that this was not covered by the FoIA, whereas letters and emails sent to UK officials and ministers by the industry were released to us. A broader right to official EU information would help improve public transparency and oversight of EU institutions and perhaps improve public confidence in the EU.

Q7. How could action, in respect of information rights, be taken differently at national, regional or international level and what would be the advantages and disadvantages to the UK?

If the NHS is to function effectively, weak data protection rules in England could prove extremely problematic. Either data sent from Scotland and Wales will be re-used in England (or exported elsewhere) in ways which do not meet the original consent (breaching trust and local legislation), or data will not be sent to England from those countries with higher levels of protection. See the example of Scotland’s withdrawal of consent to Clause 152 (response to Q1).

This could apply on a broader scale across the EU, making it harder for scientists in England to collaborate with EU research. If ethical standards are widely regarded as insufficient, data may not meet the requirements to be published in scientific journals or submitted to regulators.
Q8. Is there any evidence of information rights being used indirectly to expand the competence of the EU? If so, is this advantageous or disadvantageous to individuals, business, the public sector or any other groups in the UK?

GeneWatch is not aware of any such evidence.

Q9. What is the impact on EU competence of creating an entirely new legal base for making data protection legislation that is not expressly linked to the EU's single market objectives?

This question presumably refers to the EU Charter of Fundamental Rights. However, it makes little sense to make legislation that is not compliant with the right to privacy (which is also enshrined in the European Convention on Human Rights, which is binding on all EU member states). Good data protection will facilitate data flows and the EU's market in data by ensuring that the right to privacy is protected and the trust of data subjects is maintained. Without such trust there is no market (as explained above).

Q10. What future challenges or opportunities in respect of Information Rights might be relevant at a UK, EU or international level; for example cloud computing?

It has been proposed that people’s entire genomes and electronic medical records could be stored in the cloud and shared with companies such as Google. As the Edward Snowden revelations showed, this data could then be accessed by intelligence agencies such as GCHQ and the US National Security Agency (NSA). It is likely that China and other countries have or are developing similar capabilities. This would allow governments to track every individual and their relatives, for example by testing DNA at borders (using new rapid on-the-spot DNA technology) and searching against databases. This would in effect mean the end of privacy: it can only be prevented by strengthening and enforcing existing safeguards, for example requiring fully informed consent and implementing the ‘right to be forgotten’.

Q11. Is there any other evidence in the field of EU Information Rights that is relevant to this review?

Costs of sequencing DNA are reducing over time and a person’s genotype (based on specific parts of their DNA) acts as a biometric (a ‘genetic fingerprint’) by linking their physical presence to any database in which their genotype or genome is stored. Searching for partial matches can also identify relatives and non-paternity.

Opposition to the draft EU Data Protection Regulation is being driven largely by Google and medical research funders (especially the Wellcome Trust) who hope to be involved in a proposed public-private partnership to sequence all NHS users and store their genomes as attachments to electronic medical records. Google would calculate personalised health risk assessments by data-mining this data and feed them back to individuals via their online medical records. Whilst DNA is not expected to be collected without consent in the NHS, it may be sequenced without consent as a ‘secondary use’ (e.g. by using the millions of stored babies’ blood spots) or else sequenced for a medical or research purpose but then stored for secondary uses and shared with companies such as Google without the knowledge of the individual (or their parents, in the case of a baby or child): this type of ‘broad consent’ is being piloted by the 100,000 Genomes Project. Whilst the 100k Genomes Project states it will store the data on its own servers and require commercial researchers to visit its physical location, the long-term plan for a whole population database is to store the data in the cloud. In this way, Google hopes to get around the requirement to obtain individual informed consent before processing people’s genomes and medical data, with the aim only of obtaining consent to feedback
of risk assessments later on (after they have already been calculated and the privacy risks of storing and sharing the data, and its enormous costs, have already been taken). This is a deliberate attempt to undermine the example given in paragraph 86, in which explicit consent is required before processing health data. It also undermines to right to object to direct marketing (para 76) because Google will only make a profit from this plan if it can monetise the data by using it to sell products such as medicines, supplements, functional foods or further medical tests (or perhaps also by selling to third parties such as insurers). Thus marketing is being dressed up as ‘research’. Finally, it would allow a DNA database to be built by stealth in the NHS, in contravention of Article 8 of the European Convention on Human Rights.

The new EU Data Protection Regulation rightly includes a requirement for explicit prior informed consent before processing data for medical research and this is the real reason why the UK Government is objecting to EU competence in this area. However, it should be noted that if EU competencies were reduced:

(i) There would still be a major risk in terms of loss of public trust in proceeding with this plan;
(ii) Legal challenges would probably be inevitable because Article 8 of the European Convention on Human Rights and other safeguards would still apply (although a challenge in the ECtHR might take a decade to play out);
(iii) Major problems would arise in transfer of NHS data in and out of England (to/from Scotland, Wales, Northern Ireland), due to lack of equivalent data protection standards in England compared to the rest of the UK;
(iv) Problems would also be created in relation to transfer of data within the EU (for example, for medical research);
(v) People’s right to privacy would be irretrievably damaged since shared data may not be retrievable and DNA can be used to track an individual and their relatives.
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